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O
Challenge: When testing memory-based explanations of word order, how can we minimize dependence on specific architectural assumptions?

## This talk

1. Information-theoretic formalization of memory limitations
2. Prove theorem describing tradeoff between memory and surprisal, without assumptions about memory architecture
3. Test: Are crosslinguistic word orders optimized for the memory-surprisal tradeoff?

## Starting Point: Surprisal Theory (Hale, 2001; Levy, 2008; Smith \& Levy, 2013; Hale, 2016)

Processing difficulty at a word is equal to the surprisal of that word in context:

```
C(w | context)
= -log P(w | context)
```
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$$
\begin{array}{ll}
\text { up? } & 0.65 \\
\text { the } & 0.2 \\
\text { a } & 0.15
\end{array}
$$

.. ...


## Surprisal



# Surprisal(up|Hey! What's) <br> $=-\log 0.65 \sim 0.18$ 

## Surprisal



## Surprisal

Listener has forgotten the past.

Surprisal(up|???)
$=-\log 0.09 \sim 2.4$

## Surprisal

Listener has forgotten the

Cannot utilize context for prediction.
past.


Surprisal(up|???)
$=-\log 0.09 \sim 2.4$

Hey!
What's


## Surprisal

Listener has forgotten the past.


Cannot utilize context for prediction.

Incurs higher surprisal

## Surprisal(up|???) <br> $=-\log 0.09 \sim 2.4$

## Surprisal

## A forgetful listener

 incurs higher average surprisal.> Surprisal(up|???)
> $=-\log 0.09 \sim 2.4$
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## Surprisal based on $t$ words of

 contextSurprisal based on $\mathrm{t}+1$ words of context

## Conditional Mutual Information

How much information do words $t$ steps apart contain about each other, controlling for
 info redundant with intervening words?

$\mathrm{I}\left[X_{t}, X_{0} \mid X_{1}, \ldots, X_{t-1}\right]$

Information about the current word contained in the last preceding word




Intuition: Carrying information over long distances costs proportionally more.
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Language A (long dependencies)

| Short Dependent | Long Dependent <br> rizba | Verb <br> np [MOUNTIE] <br> redal lanferda sool barsadi <br> np [[RED STOOL ON] HUNTER-OBJ] |
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Language B (short dependencies)

| Long Dependent |  | Short Dependent | Verb |
| :---: | :---: | :---: | :---: |
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## Experiment 2: Crosslinguistic Word Orders

Question: Does language optimize the Memory-Surprisal tradeoff?
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## Each parameter setting

 generates a different counterfactual corpus.
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## Estimated using LSTM recurrent neural networks

- essentially the state of the art in statistical modeling of language
- similar results obtained using traditional methods (transition probabilities \& n-gram models)
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## Real orderings leads to better

 tradeoff ( p < 0.001) in 50 out of 54 languages
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